USER-DEFINED BLOB DETECTION AND TRACKING IN CCV

INTRODUCTION

Now a days multitouch is not limited to multiple fingers only. It has become a part of Human Computer Interaction and daily life. People have started using of recognizing objects by attaching the fiducial tag with it. But this is not compatible with all the setups. It can only be possible with DSI and Rear DI setups. Community Core Vision (CCV) has been proved as a boon to the multi-touch computing community because of its efficiency and performance of tracking of fingers and fiducials. In my application I propose to introduce Object/Pattern tracking into CCV in which the object/pattern to be tracked can be completely defined by the user.

The deliverables of this project will be:

i. A tool for selection of templates, where user can select the particular template to match
ii. Template matching integrated into CCV.
iii. Making an MT application to get and send data over Bluetooth/ Wi-Fi network.
iv. Application for demonstration. Where you can transfer images from your MT screen to device just by moving it into the device region on the screen. This will be one use out of many, but will be the best for demonstration purpose.

DETAILED EXPLANATION

It has been seen that any object (e.g. your mobile) when put over any multitouch surface, it creates a particular pattern irrespective of whether the setup is FTIR or LLP. Also I have seen that this pattern remains almost the same irrespective of the position of the object over the screen. Therefore one way of detection/tracking of these objects can be done just by detecting these patterns and then tracking it. Once detection of these objects is done, the objects can be assigned particular IDs for tracking as per user specifies it. As the fiducials have reserved IDs from 0-169 (Reactivision fiducial markers which are recently integrated into CCV), there can be reserved ID space for different objects e.g. say from 170-199 is reserved for mobiles, 200-230 is for special shaped objects or similar. Fingers can be assigned IDs after 300. This will help client program to receive the TUIO data and analyze it as per necessity.
Regarding this project I have done some experiments with my LLP setup. I have taken the 640x480 image of the screen with my mobile phone on it. The results are as follows. Please keep in mind that these images are with 3 lasers and my PS3 eye camera does not have an m12 lens. So it is not very clear and not very focused. Here are some pictures.

[Images of laser patterns with finger and without finger]
Also regarding the detection method I have done some experiments with different detection techniques like SURF (Speed up Robust Features), brute force template matching (with varying angle), and moment matching of the contours. Till now the best result is found with the moment matching with contour detection. This method is found simple and fast. Also the angle detection is possible with this method. The experiment result images are attached in the “Screenshots and UI-Mock-ups” section

**ROADMAP**

The roadmap of the development process as I have arranged it is as follows. This is a rough draft. This may change according to the hurdles which come on the way of programming.

- Create an application over openFrameworks which allows the user to select the template which is to be matched.
  - i. Mouse click and drag on the image to select the template.
  - ii. Generate and save template images in /bin/data/templates folder. Assign IDs according to the user specification.
  - iii. Generate an XML file which lists all the template information like the template ID and weather it’s a mobile or normal object, network address of the ID.
  - iv. Listing of already created templates.
  - v. Deleting any of the previously made templates.
  - vi. Supporting of all the cameras. User specifies resolution.

- Integrate detection and tracking of the created templates into CCV
  - i. For detection purpose the contour matching technique is to be used. Contour match to find the position of the object. Draw rectangle to find the angle of the object.
  - iii. The KNN tracker algorithm (already being used in CCV) is to be used for tracking. As per theory, this seems to be working for such tracking. But in case it is found inefficient, then tracking algorithm to be changed to kalman filter based tracking.
  - iv. The finger blob tracking IDs to be changed so that they start from 300.
  - v. Changing in the TUIO.cpp and TUIO.h to coordinate with tracking and message sending.
  - vi. User can choose what he wants to decide between fingers, fiducials and Patterns. He can select multiple options too. This helps in not wasting processing power.
• Create an application for the detection of the mobile.
  i. Using AS 3.0 or PyMT.
  ii. It will be able to detect and track the objects position and angle.
  iii. Shows up information about the object, must be provided in the template configuration file.
  iv. Images transferred to mobile when an image is dropped in its region.
• A computer application which grabs data from the phone over the Bluetooth/Wi-Fi.
  i. Getting the mobile that is detected from all the Bluetooth/Wi-Fi enabled mobile around. This has to be specified during the template generation.
  ii. Connecting and getting access with authentication.
  iii. Grabbing of the images and transfer of them via Bluetooth/Wi-Fi and saving in a folder. I am planning to do this on python (with LightBlue).

**TIMELINE**

**MAY 24th - JUNE 6th**

• Discussion with the mentors about the roadmap of the project.
• Roadmap to be fixed. Warm up with C++, OpenFrameworks and openCV.
• Finding out the best method for the Template matching invariant of rotation. (for now I am thinking it to be contour matching, but have to try out SURF).
• Finalizing ID structure of the objects.

**JUNE 7th - JUNE 21st**

• Coding starts for the template generating tool in openFrameworks.
• Getting image from the camera at user-specified “width x height”.
• Showing up the image and allowing the user to draw a rectangle over the template, based on which the template is being selected.
• Generation of template data. Storing of either the template image /the contour sequence data in file system. This is to make the loading of data easier by CCV.

**JUNE 22nd - JULY 12th**

• Input of the templates data into CCV.
• Contour matching technique integration into CCV. Trying out of SURF technique.
• KNN Tracking integration. Integration of kalman filter based tracking (if required).
• Dynamic ID assignment in tracking class (instead of auto ID assignment).
Mid-term Evaluation

JULY 16th - JULY 22nd

- Getting the x, y points based on contour.
- TUIO message sending.
- The ID assignment to be taken care of while programming.
- Adding of rotation variable into TUIO data.

JULY 23rd - JULY 29th

- Learning and coding for Bluetooth/Wi-Fi data transfer in python/Java.
- Application design which shows object presence on the screen and tracks it.

JULY 30th - AUGUST 9th

- Coding on the application side for the visual data transfer
- Mostly to be done in AS3 or PyMT
- Integration of ID differentiation into touchlib AS3.0 and PyMT

AUGUST 9th - AUGUST 16th

- Code optimization.
- Documentation.
- Writing usage instruction for end users.
- Setting up future works.

Official Pencil Down- August 16th

Final Evaluation- August 20th

I have plan of moving to another place at the beginning of July. So it may take up 3-4 days in the first week of July for me to settle up in a new place. Except this I don’t have any major plans.
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EXPERIMENT SCREENSHOTS AND MOCK-UPS

Contour detection and Finding of rotation of object

Detection of specific contour (in the “T” window) in an image having different finger-blob type patterns
Specific pattern detection from an image consisting of different type of pattern

Tracking of the patterns (Mock up)
UI for the end users (Mock-up)

CCV Interface with different “Tracking” section (Mock-up)
The interface of “Template Selection Tool” (Mock-up)